Closure Claim Review,
Turing Machines

CSE 105 Week 6 Discussion



Deadlines and Logistics

e TJest1this week
e Do review quizzes on PrairieLearn
e HW 4 due Thur 2/20/25 at 5pm (late submission open until 8am next morning)



http://us.prairielearn.com/

Closure claims
for regular and context-free languages




—— The class of regulai“ Ianguages over 3 is closed under Complementation.
C AL
ClOS ure The class of regular languages over Y is closed under union.
R TN
claim
. The class of regular languages over X is closed under intersection.
T<we
summary
e The class of regular languages over Y is closed under concatenation.
we_
The class of regular languages over X is closed under Kleene star.
Rl
RS E The class of context-free languages over ¥ is closed under complementation.
The class of context-free languages over X is closed under union.
XKool
B The class of context-free languages over X is closed under intersection.
FA\RS
The class of context-free languages over X is closed under concatenation.
Ko
The class of context-free languages over X is closed under Kleene star.
TNCAE

Week 5 notes, Pg 11



|ldea (informal):

DFA flip accept/non-accept
status of the states (week 2
notes page 7/-8)

The class of regular languages over X is closed under complementation.

o
The class of regular languages over % is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
TKwe
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CARS
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN
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e DFA “parallel computation”

(week 3 notes page 4)
e NFA construction

ldea (informal):
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FIGURE 1.46
Construction of an NFA N to recognize A; U Ay

Sipser Figure 1.46, Pg 59

The class of regular languages over ¥ is closed under complementation.

o
The class of regular languages over ¥ is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
TKwe
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CA\KRES
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN




|ldea (informal):

e DFA “parallel computation”
(week 3 notes page b)

&\ X&'z,
F1*F2

The class of regular languages over ¥ is closed under complementation.

o
The class of regular languages over % is closed under union.
TN
o The class of regular languages over ¥ is closed under intersection.
(CWwne
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CARS
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN




|dea (informal):

e NFA construction

The class of regular languages over ¥ is closed under complementation.

N

: : 0
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o
The class of regular languages over ¥ is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
TKwe
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CA\KRES
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN

FIGURE 1.48
Construction of N to recognize A; o Ay

Sipser Figure 1.48, Pg 61




|dea (informal):

e NFA construction

The class of regular languages over ¥ is closed under complementation.

N

C0O

FIGURE 1.50
Construction of N to recognize A*

Sipser Figure 1.50, Pg 62

o
The class of regular languages over % is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
TKwe
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwne
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CA\KRES
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN




|ldea (informal):
o CFG Shew ™ S lSz

e PDA construction

Week 5 notes, Pg 9

The class of regular languages over ¥ is closed under complementation.

o
The class of regular languages over % is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
e £S5
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over ¥ is closed under union.
I
_ The class of context-free languages over 3 is closed under intersection.
CA\KRES
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN




|dea (informal):

e CFG Spar — 5152
e PDA construction, similar to

the NFA union idea

but need

“stack clean-up” (HW4 Q2c)
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Week 5 notes, Pg 10
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The class of regular languages over ¥ is closed under complementation.

o
The class of regular languages over % is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
TKwe
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CA\KRES
The class of context-free languages over ¥ is closed under concatenation.
Koe
The class of context-free languages over ¥ is closed under Kleene star.
AN QYN




|ldea (informal):

e CFG

Y
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The class of regular languages over ¥ is closed under complementation.

o
The class of regular languages over % is closed under union.
TN
The class of regular languages over ¥ is closed under intersection.
TKwe
- The class of regular languages over ¥ is closed under concatenation.
we
The class of regular languages over X is closed under Kleene star.
Rwe
AL E The class of context-free languages over X is closed under complementation.
The class of context-free languages over X is closed under union.
IS¢
_ The class of context-free languages over 3 is closed under intersection.
CARS
The class of context-free languages over ¥ is closed under concatenation.
Xue_
The class of context-free languages over ¥ is closed under Kleene star.
BN GV
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RQ 5.7




‘ ‘ The class of context-free languages over 3 is closed under intersection.
CALRES

|ldea (informal):

e Counterexample:

Over the alphabet {a,b, c}, we have languages
A= {a""c™ | m,n > 0}

B =4{a™bt"¢* | m,n>0}

Both A and B are context-free languages. However,
ANB={a""c" | n >0}

is not context-free (which can be proved by using the pumping lemma for context-free languages)



SN SEe

‘ The class of context-free languages over X is closed under complementation.

|dea (informal):

e De Morgan’s Law & proof by contradiction:

Assume context-free languages are closed under complementation. Consider context-free lan-
guages A and B. Then A and B should also be context-free. Since context-free languages are

closed under union, we further get A U B should also be context-free. Then AU B should also
be context-free. By De Morgan’s Law,

ANB=AUB

, thus we conclude that A N B is context-free. However, we proved that context-free languages
are not closed under intersection, so here we arrive at a contradiction. Therefore context-free
languages are not closed under complementation.



Turing Machines




Turing machines

e Uses an infinite tape as its unlimited memory
e Has atape head that can read and write symbols and move around on tape
e A Turing machine may loop on some input

control W

Sipser Figure 3.1, Pg 166




Formal definition of Turing machines

control

v
|a’b|a|b|u|u|u|é...

DEFINITION 3.3

A Turing machine is a 7-tuple, (Q,3,T', 6, qo, Gaccept, Greject), Where
Q, 2, I are all finite sets and

1. Q is the set of states,

Qaccept € @ 1s the accept state, and

Nexk sxpke, \Wiite Symbol, L/R

2. ¥ is the input alphabet not containing the blank symbol v, Ol i

3. I' is the tape alphabet, where u € "'and ¥ C T,

4. 5: Q xI'—Q x T x {L, R} is the transition function, ke , YeaA gf"'M
5. qo € Q is the start state, L

6.

7.

reject € @ 1s the reject state, where grejece # accept-

\—Q{M)a, W{WM !

Sipser Definition 3.3, Pg 168



Conventions

e State diagram edge labels meaning and abbreviations L/r
o b — X, Rmeans “read b from tape, write X onto tape, and move tape head Right”
O you can either use ; or — in edge labels
© b—-Rmeansb—-b,R
o ab,c—>Lmeansa—a Landb—b,Landc—c L

e You can either use Ll or O for blank symbol



Conventions continued
¥ sYHe | yripe
e The reject state qrej might not appear in the(state diagram, and any missing
transitions in the state diagram have value (qgrej, 0, RY. mve

Zzio0 V. BRXT — QXT7*§1L 12
lﬂ4{0/ |/t31) |~ ¥ -
Ead 7
90 )G
o—p,K
0"7C\')K "”D/K
%N/,J o-—0,
o—p0,K
| — 0, K




Conventions continued

e If the tape head is already at the leftmost position on the tape, and a transition
says to move L (left), we do the transition and stay at the leftmost position

£={ort}

AQ—L

7= {o, 1, DY
3




Turing machine computation

Now we give the formal description of M> = (Q, X,T', 8, g1, Gaccepts reject):

* Q={q1,9,93,9, 95, Qaccept; Qreject}’

e ¥ = {0}, and

o ' ={0,x;u}.
* We describe § with a state diagram (see Figure 3.8).

* The start, accept, and reject states are qi, Gaccept, aNd Grejecr, respectively.

u—R

FIGURE 3.8
State diagram for Turing machine M,

Sipser Pg 171-172




Turing machine computation

Trace the computation on 00

%ll/ %)’
'ZOL—‘V‘]"’ ;.Exulu]...
%/l ‘le
L.Eouu\-" 6. X[ ]=]
@n %L
Exuw\l 7':,<uu‘|-'

FIGURE 3.8
State diagram for Turing machine M, %L qwl/

q/. li’(ulu\l 8‘:*""'"’1\'
00 (uwepted Sipser Pg 171172




Describing Turing Machines

Describing Turing machines (Sipser p. 185) To define a Turing machine, we could give a

e Formal definition: the 7-tuple of parameters including set of states, input alphabet, tape alphabet,
transition function, start state, accept state, and reject state; or,

e Implementation-level definition: English prose that describes the Turing machine head move-
ments relative to contents of tape, and conditions for accepting / rejecting based on those contents.

e High-level description: description of algorithm (precise sequence of instructions), without im-
plementation details of machine. As part of this description, can “call” and run another TM as a
subroutine.

Week 6 notes, Pg 3



Implementation-level description

Here we describe a Turing machine (TM) M, that decides A = {02"
language consisting of all strings of 0s whose length is a power of 2.

n > 0}, the

M5 = “On input string w:
1. Sweep left to right across the tape, crossing off every other 0.
2. Ifin stage 1 the tape contained a single 0, accept.

3. If in stage 1 the tape contained more than a single 0 and the
number of 0s was odd, reject.

4. Return the head to the left-hand end of the tape.
Go to stage 1.”

ok

Sipser Example 3.7, Pg 171



High-level description

Suppose M7 and M, are Turing machines. Consider the Turing machines given by the
high-level descriptions:

M ="On input w, lpors oj\'g(‘Wfl T’G N\\ LWYS o\ J

— 1\Run M; on input wf M; accepts w, accept. If M rejects w, go to 2.
2.R EVIQ on input w. If M5 accepts w, accept—{ If M rejects w, reject."

For each of the following claims, answer Always true if the statement is true for all possible
M and M,; answer Always false if the statement is false for all possible M7 and M>; and

answer Neither otherwise. M, D{mép&s /NI
v Iifwe L(Mythenw € L(M). (& M. l,gayg oA LYy,

¥ |f@henweL(M). M Wg o~ (M.

v ifw ¢ L(M;)thenw ¢ L(M).

v Ifw ¢& L(M,)thenw ¢ L(M).

RQ 6.12




Turing-recognizable and Turing decidable

e Deciders are Turing machines that halt on all inputs; they never loop; they
always make a decision to accept or reject
e Call alanguage Turing-recognizable if some Turing machine recognizes it

e Call a language Turing-decidable if some decider decides it

———— "




